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Uncertainty in the estimation of stream metabolism from
open-channel oxygen concentrations
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Abstract. The open-channel oxygen method for estimating stream metabolism avoids many of the
problems associated with chamber techniques, but its uncertainty has not been rigorously quantified.
Uncertainty in open-channel estimates of photosynthesis (P) and respiration (R) can be estimated by
use of a Monte Carlo approach incorporating uncertainty in each of the terms (reaeration rate coef-
ficient, range of temperature oscillation, midpoint temperature, travel time, metabolic rate, and pre-
cision of instrument calibration) affecting error in estimates of P and R. The distributions derived
from the Monte Carlo simulations provide confidence limits for estimates of P and R. Use of this
approach along with simulation of a range of stream conditions indicates that: 1) given equivalent
metabolic rates and physical conditions, estimates of R are subject to greater uncertainty than are
estimates of I, especially in high-gradient streams, and 2) uncertainty can be minimized by special
attention to the precision of measurement for factors affecting the saturation concentration of oxygen.
Reasonable confidence limits (95% CL within 30% of mean) can be achieved for estimates of P where
daily photosynthetic rates exceed 4 mg L-'d"", but in turbulent streams (k,, = 100/d), rates of R
must be nearly 15 mg L-'d"! to achieve similar precision.
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Oxygen mass-balance techniques have been
used to estimate stream metabolism in open
channels (Odum 1956) and in recirculating
chambers (e.g., Pennak and Lavelle 1979, Bott et
al. 1985). The open-channel method offers sev-
eral advantages over chambers because cham-
bers may fail to account for the spatial hetero-
geneity of metabolism in streams and can intro-
duce various chamber effects (Horner and Welch
1981, Marzolf et al. 1994). Unlike chamber tech-
niques, the open-channel method rarely has
been used in high-gradient streams because of
difficulties in accounting for exchange of oxygen
between the atmosphere and water where ex-
change rates are high. Recent improvements in
methods for estimating gas exchange and the
development of high-precision recording field
meters have, however, made the measurement
of metabolism in turbulent streams more feasi-
ble (Marzolf et al. 1994). Although the precision
of reaeration estimates has been explored (Yot-
sukura et al. 1983, Kosinski 1984), uncertainty
in final estimates of photosynthesis (P) and res-
piration (R) has not yet been examined rigor-
ously.

The open-channel method depends on the
measurement of deviations in stream oxygen
concentration from saturation. Variations in con-

! E-mail address: mccutchj@spot.colorado.edu

centration that cannot be explained by physical
factors are attributed to biological processes.
Application of the method requires measure-
ments of dissolved oxygen, temperature, baro-
metric pressure, and reaeration rate (exchange
of oxygen with the atmosphere). Error in the
measurement of each of these variables contrib-
utes to uncertainty in the final estimates of P
and R. If the variance associated with each mea-
surement can be characterized, a Monte Carlo
approach can be used to determine the overall
uncertainty in estimates of P and R, even if the
frequency distributions of error in P and R are
unknown beforehand (Law and Kelton 1991).
The purposes of this paper are to describe a
simple method for estimating the uncertainty of
stream metabolism measurements, to demon-
strate how this method can be used to deter-
mine the suitability of the open-channel method
to a particular location, and to show examples
of uncertainty for a range of field conditions.
The technique described here relies on commer-
cially available software (@Risk, Pallisade Cor-
poration, Newfield, NY) that samples randomly
and repeatedly from the distribution that best
characterizes the mean and variance of each
variable contributing to error in the estimation
of metabolic rates. The parameters considered
here include the reaeration rate coefficient, travel
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time as it applies to estimation of the reaeration
rate coefficient, the daily pattern of stream tem-
perature oscillation, and the precision of instru-
ment calibration.

Methods

The Monte Carlo approach as applied here as-
sumes that each parameter contributing to an
estimate of P and R corresponds to a random
variable with an expected value equal to the
true mean and with a normal frequency distri-
bution (i.e,, there is negligible bias in the mean
of repeated measurements). A computer spread-
sheet model is used to predict stream metabo-
lism over a range of conditions. For each set of
conditions, the Monte Carlo approach is used in
the estimation of confidence limits (CL) for P
and R given certain assumptions about the pre-
cision of measurements (i.e., variance in repeat-
ed measurements for a given set of conditions).
The spreadsheet model thus permits the explo-
ration of uncertainty over a wide range of
stream conditions. Random sampling associated
with the Monte Carlo approach was repeated
until the means for estimated metabolic rates
were within 0.01 mg O,L-'d"? of expected rates.

Computer spreadsheet model

Under conditions of constant barometric pres-
sure and with no accrual of water, the oxygen
concentration at time t (C,) for a homogeneous
system can be approximated from the initial
concentration (C,), the reaeration coefficient for
oxygen at temperature T (Ko, ..r), the initial sat-
uration deficit (D,), processes that produce (P)
or consume (R) oxygen, and the time between
measurements (At) as follows:

C. = Co + koyeenDoAt + (P — R)At  [1]

Temperature plays a central role in determin-
ing changes in oxygen concentration because it
affects all physical and biological processes gov-
erning dissolved oxygen. In addition, tempera-
ture oscillates on a diel cycle and this oscillation
can be large in small steams. Although temper-
ature oscillation is sometimes described with a
sine function for simplicity (e.g., Saunders et al.
1993), the diel oscillation is usually asymmetri-
cal in streams and rivers less than 7th order
(e.g, Kosinski 1984, Butcher and Covington
1995). We find for Colorado streams and rivers
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that temperature is best represented by 2 equa-
tions: increasing temperature between sunrise
and maximum daily temperature is represented
by a sine function, and subsequently decreasing
temperature is represented by logarithmic de-
cay of temperature (J. McCutchan, unpublished
data). For present purposes we use this 2-equa-
tion approach, by which the daily pattern of
temperature can be predicted from 1) the length
of time over which temperature increases, 2) the
minimum temperature, and 3) the maximum
temperature. The time at which maximum tem-
perature occurs is typically 2/3 of the time be-
tween sunrise and sunset.

Light intensity (I) is a primary control over P
and can be modeled with a 2-part equation
(Chapra and Di Toro 1991). For a given maxi-
mum irradiance (I,) and half-saturation irra-
diance (I,), P can be adjusted for temperature
and light intensity from a maximum rate at 20°C
(Jassby and Platt 1976):

P =P 8T 2]

max, T

P = Pmax,T~tmﬂ1(ll) 3]

k
For a Q,, of 2.0, the value of 6 in equation 2 is
set to 1.072. Respiration is scaled from a rate at
20°C using an equation of the same form as
equation 2 (8 = 1.072) and reaeration rate is
scaled similarly (8 = 1.024: Kilpatrick et al.
1989).

The computer spreadsheet model was used to
predict changes in stream temperature and dis-
solved oxygen at 15-min intervals over a range
of values for T4, , Koygenzow Pa (daily gross pho-
tosynthesis), and R, (daily respiration). Unless
otherwise specified, T, was set to 10°C, AT was
set to 2.5°C, and P, and R, were set to 10 mg
O, L'd-'. Barometric pressure was set to 760
mm Hg, sunrise to 0600, and daylength to 12 h.
I, was set to 250 pumol m~2s~! and I, was set
to 750 wmol m-2s~1.

Distributions of error for variables

The standard deviation (SD) for each random
variable except for dissolved oxygen was deter-
mined empirically from multiple calibrations of
equipment against certified instruments or from
the literature (Table 1). The SD for measure-
ments of dissolved oxygen was estimated em-
pirically from 48-h continuous records of oxy-
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Characterization of error for variables used in estimation of metabolic rates. Standard deviations

(SD) were determined empirically or from published values.

Measurement SD Resolution Source
Temperature 0.05°C 0.01°C a
Barometric pressure 0.6 mm Hg 1 mm Hg a
Dissolved oxygen 0.01 mg/L 0.01 mg/L b
Propane concentration (mean at each 0.5 ppb + 1.5% of measured con- 0.1 ppb b

station) centration
Discharge 5% of measured discharge N/A c

2]J. McCutchan and R. Hamilton, unpublished data

®]. McCutchan and L. Baumgartner, unpublished data

< Yotsukura et al. 1983, McMahon and Bohlke 1996

gen concentration in a calibration chamber. The
SD was set to % the maximum difference of that
record from the mean.

All variables necessary to calculate metabo-
lism are subject to a finite resolution, equal to
the smallest unit of measure for a given instru-
ment. Where reaeration rates are high, large
metabolic rates result in only small deviations
in stream oxygen concentrations. Rounding er-
rors resulting from finite resolution of measure-
ment thus can add to uncertainty in metabolism
estimates. For modeling purposes, all measure-
ments were rounded according to resolution
values typical of instruments that are commonly
used in metabolism studies (Table 1).

Volatile tracers such as propane (Kilpatrick et
al. 1989) provide the most precise method for
estimating the reaeration rate coefficient and are
less prone to bias than are estimates based on
physical characteristics (Marzolf et al. 1994). In
their assessment of the propane technique, Yot-
sukura et al. (1983) quantify uncertainty in es-
timates of kp,o,ne20-- A modification of their equa-
tion, which was determined by standard tech-
niques for compounding errors, is used here to
describe the variance associated with estimation

Of Kosygennort

U(kOxygEHZ(Y’)

_139 [o(C) | oC) |, ,o’Q)

t, Ve (G n (G 7 (Qp

where Q is discharge, C, and C, are the up-
stream and downstream propane concentra-
tions, t,, is the water travel time between sam-
pling stations, n is the number of measurements
of propane concentration, and 1.39 is a conver-
sion factor relating ko, seno t0 Kpyopaneaor (Kilpat-
rick et al. 1989). When travel time for propane

[4]

is set t0 1/Ko,yzenao~ the change in propane con-
centration between sampling stations is constant
and the SD for estimates of Kq,y,en iS propor-
tional to Ko, .00 Thus, uncertainty in estimates
of ko, genre is greater at high than at low reaer-
ation rates. This approach is more realistic than
use of a fixed travel time because rapid tracer
loss imposes a practical limit on travel times for
propane in turbulent streams. For all simula-
tions, discharge was set to 0.2 m?/s, upstream
propane concentration was set to 30 ppb, and 5
measurements of propane concentration were
assumed for each station.

Estimates of uncertainty in P and R

From each simulated set of measurements, es-
timates of P and R were calculated by Odum'’s
(1956) 2-station rate of change method, and er-
ror was estimated by the Monte Carlo method.
Although the predicted rate of change curves
for each set of measurements were identical,
measurement errors for the upstream and
downstream curves were computed separately.
For each Monte Carlo iteration, errors in esti-
mation of P and R were determined by the dif-
ferences between rate of change curves incor-
porating variance and the rate of change curves
calculated from the true dissolved oxygen and
temperature values. The 95% CL for P and R
were then determined from the distributions of
error for simulated measurements of P and R.
Metabolic rates and associated uncertainties are
expressed in units of mg O,L-'d"! to maintain
generality in terms of stream depth. Conversion
to areal values (mg O, m2d-?) is accomplished
by multiplying rates or errors by 1000 z,,, where
z,, is mean channel depth in m.
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Results

The magnitude of the reaeration rate exerts a
strong influence on uncertainty in estimates of
metabolism. Where reaeration rates are very low
(approximating chamber conditions), uncertain-
ty in metabolism estimates is close to 0. Relative
uncertainty (the magnitude of possible error as
a fraction of the mean rate of metabolism) for
estimates of P increases with increasing kj,
(Figs. 1-3), but is approximately constant where
Kouygenzoe 8 >20/d. For estimates of R, uncertain-
ty continues to increase with increasing ko, o0
because calibration errors affect estimates of R
more strongly than estimates of P. The ampli-

Effects of range of temperature oscillation (AT) on 95% confidence limits (CL) for (A) photosynthesis

tude (AT) of daily temperature oscillation
(Fig. 1) and the midpoint (T,,,) of the oscillation
(Fig. 2) have little effect on uncertainty where
Konygenzoe i8 >20/d.

Because of the relationship between travel
time for propane and uncertainty in reaeration
rate estimates, travel time is inversely related to
uncertainty in estimates of P (Fig. 3). For rela-
tively short travel times (t,, < 0.5/Kq, geno), Un-
certainty is similar for estimates of P and R, but
for longer travel times, uncertainty is higher for
estimates of R.

Absolute uncertainty (the gross magnitude of
possible error) in estimates of P increases with
photosynthetic rate but relative uncertainty de-
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FIG. 2. Effects of midpoint temperature (T,,) on 95% confidence limits (CL) for (A) photosynthesis and (B)

respiration.

creases slightly (Fig. 4). At low reaeration rates,
absolute uncertainty in R varies in a manner
similar to uncertainty in P, but at higher
Kougenzo» absolute uncertainty remains nearly
constant, regardless of actual rate of R. As a re-
sult, relative uncertainty in estimates of R is con-
siderably greater than relative uncertainty in es-
timates of P in streams with low metabolic rates.

Errors in the calibration of oxygen electrodes
and in measurement of barometric pressure re-
sult in errors in measurements of stream oxygen
concentration and the oxygen saturation deficit.
These errors have almost no effect on uncertain-
ty in estimates of P. Calibration errors, however,
have a prominent effect on uncertainty in esti-

mates of R at high reaeration rates (k,
>20/d; Fig. 5).

Not surprisingly, the highest precision with
the open-channel method is obtained in slug-
gish streams with high metabolic rates and the
method may be inappropriate for very turbulent
streams (Ko, genr >100/ d) with low rates of me-
tabolism (Table 2). The open-channel method is
suitable for moderately turbulent streams, how-
ever, if metabolic rates are moderately high or
if estimates of P are the primary concern.

Reasonable CL (95% within 30% of the mean)
for estimates of production can be achieved
where P, is at least 4.5 mg L-'d~! and in less
productive streams if Ko, .- is <20/d (Fig. 6).

xygen20°
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FiG. 3. Effects of travel time for propane (t,,) on 95% confidence limits (CL) for (A) photosynthesis and (B)

respiration.

Similar CL for estimates of R are also possible,
but only where metabolic rates are high relative
t0 Koygenzo At @ Koyypemoe Of 100/d, R, must be
roughly 3 times P, for equivalent relative uncer-
tainty in estimates of P and R.

Discussion

The open-channel method offers the possibil-
ity of system-level assessment of stream metab-
olism without the limitations of methods that
hamper chamber approaches. Because open-
channel estimates involve no true replication,
the chief concern with this technique is uncer-

tainty. A Monte Carlo approach makes it pos-
sible to establish CL on metabolism estimates
and to show where effort should be concentrat-
ed for improving confidence in these estimates.

Estimates of P and R behave differently with
respect to uncertainty because R affects oxygen
mass balance over the entire diel cycle but P
only affects the rate of change of oxygen con-
centration during daylight hours. If P, = R,, un-
certainty is similar for estimates of P and R in
streams with high metabolic rates and low
reaeration rates, but where ko, ;.0 is high or
metabolic rates are low, uncertainty is greater
for estimates of R.
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FIG. 4. Effects of actual rates of photosynthesis (P) and respiration (R) on 95% confidence limits (CL) for P

and R.

Absolute uncertainty in estimates of R is
strongly influenced by the magnitude of
Kosygenzo» UnCertainty in Ko, .0 instrument cal-
ibration, and, at low reaeration rate, the actual
rate of R. Increasing the travel time and taking
multiple samples for propane analysis improve
confidence in estimates of R. Further improve-
ment in estimates of R results from more precise
instrument calibration and measurement of
barometric pressure in the field. Provided that
a reasonable effort is made to meet these con-
ditions (i.e, the SD for the mean of measured
propane concentrations is ~1.5% of the actual
value, the limit of detection for propane is 0.5
ppb, SD for oxygen electrode calibration is 0.01
mg/L, resolution of measurement for oxygen is
0.01 mg/L, and SD for measurement of baro-
metric pressure is 0.6 mm Hg), respiration rates
of 10 mg O, L-'d~" can be estimated to within
35% of the actual rate in streams with reaeration
rates for oxygen slightly >100/d.

For estimates of P, uncertainty is relatively un-
affected by the magnitude of reaeration if
Kouygenzoe 18 >20/d, but uncertainty is strongly
affected by error in estimates of Ko, .m0 and by
the actual photosynthetic rate. Just as for esti-
mates of R, estimates of P can be improved by
precise estimates of reaeration rate, but instru-
ment calibration and accuracy of barometric
pressure readings have little effect on uncertain-
ty for P. If uncertainty in estimates of Konygenzor

can be minimized through the use of long travel
times, multiple samples for propane analysis,
and sufficiently high upstream propane concen-
tration, photosynthetic rates can be estimated to
within 25% of the actual value in streams with
reaeration rates well above 100/d. Consequent-
ly, reliable open-channel estimates of P may be
possible even in streams where P:R ratios or es-
timates of community R cannot be determined
except through the use of chamber techniques.

The approach described here rests on the as-
sumptions that there is no lateral inflow of wa-
ter into the reach and there is no bubble for-
mation during periods of high photosynthetic
activity. If these assumptions are not met, un-
certainty in metabolism estimates will be great-
er than predicted. The likelihood of lateral in-
flow increases with longer travel times, poten-
tially negating the benefits associated with in-
creasing travel time. Likewise, the higher
relative precision of production estimates pre-
dicted for streams where P is high may disap-
pear if bubbling occurs because oxygen lost
from the stream as bubbles cannot be deter-
mined from changes in stream oxygen concen-
tration and P may be underestimated. Although
most stream reaches can receive lateral inflow
at some time of the year and bubble formation
can occur in slow-moving, productive streams,
their contribution to error in estimates of stream
metabolism has not been established. Therefore,
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calibration, the SD of the calibration is 0.025 mg O,/L and the SD of measurement of barometric pressure is 2

mm Hg.

care must be taken to avoid situations in which
lateral inflow or bubble formation could lead to
large errors in metabolism estimates.

Although the precision and resolution of mea-
surements used in simulations for this paper
can be attained with good commercial sensors
and may even be exceeded under some condi-
tions (Yotsukura et al. 1983), this level of preci-
sion is probably rarely achieved in field mea-
surements. Oxygen electrodes can be calibrated
to within 0.02-0.03 mg/L, but only if special
care is taken to maintain constant temperature

and full oxygen saturation during calibration (J.
McCutchan, unpublished data). Estimates of
pressure often are subject to considerable error
when they are derived from elevation and are
assumed to be constant over time, even though
inexpensive ($100-250) recording barometers
are available. Although analytical precision for
propane does not often directly limit precision
of reaeration estimates, long travel times and
high upstream propane concentrations can af-
fect uncertainty. If the analytical SD for propane
is 1.5% of the measured value, the necessary
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TABLE 2. Sensitivity of the open-channel method in streams with high, intermediate, and low reaeration
rates. 95% confidence limits (CL) of P, (total daily photosynthesis) and R, (daily respiration) are expressed as

% of actual metabolic rates.

95% CL (* % of actual rate)

Low metabolic rate?

High metabolic rate®

kOxygenZ(}“
(/d) Py R4 P, R,
Steep stream 100 60 264 25 35
Intermediate stream 20 58 73 21 22
Sluggish stream 5 32 34 8 8
2P, =R, =1mgO,L-1d!
PPy =R; =10 mg O, L-'d!

precision is obtained if travel time is at least 1/
Koyygen2e and the upstream propane concentra-
tion is at least 30 ppb. This relationship gives
travel times of just over 2 h for koo = 10/d
and just under 15 min for ko, gene = 100/d.
The flexibility of the Monte Carlo technique
allows not only estimation of uncertainty for
stream metabolism measurements, but also op-
timization of the open-channel method for in-
dividual reaches. With approximate values of
Tuiar AT, Ko,ygenzo B, and R for a stream reach, it
is possible to determine in advance the precision
required for measurements of dissolved oxygen,
temperature, barometric pressure, and ko, gm0
necessary to measure metabolic rates to a spec-
ified level of precision. Because the effects of im-

provements to measurements of individual vari-
ables on uncertainty in metabolism estimates
can be explored, the Monte Carlo approach
makes it possible to determine, for each location
or set of conditions, the precision of open-chan-
nel metabolism estimates.
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